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Understanding of metal oxidation is critical to corrosion control, catalysis synthesis, and advanced materials
engineering. Although,metal oxidation process is rather complicated, different processes, many of them coupled,
are involved from the onset of reaction. Since first introduced, there has been great success in applying
heteroepitaxial theory to the oxide growth on a metal surface as demonstrated in the Cu oxidation experiments.
In this paper, we review the recent progress in experimental findings on Cu oxidation as well as the advances
in the theoretical simulations of the Cu oxidation process. We focus on the effects of defects such as step
edges, present on realistic metal surfaces, on the oxide growth dynamics. We show that the surface steps can
change the mass transport of both Cu and O atoms during oxide growth, and ultimately lead to the formation
of different oxide morphology. We also review the oxidation of Cu alloys and explore the effect of a secondary
element to the oxide growth on a Cu surface. From the review of the work on Cu oxidation, we demonstrate
the correlation of theoretical simulations at multiple scales with various experimental techniques.

© 2016 Elsevier B.V. All rights reserved.
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1. Introduction

Throughout the history of human civilization, copper played an
important role in people's life. The Bronze Age can be dated earlier
than 3000 BC, and copper has been a major building material for tool
making and currency exchange for thousands of years. One important
challenge for the use of copper is related to the surface oxidation of
Cu, which leads to the corrosion of copper-made tools. Not surprisingly,
in themodern era, copper is one of the first fewmetals that was studied
for the development of oxidation theory.

Classic models of oxidation, such as the Cabrera–Mott model [1],
assume uniform film growth. This is because classic oxidation analysis
relied mostly on thermogravimetric (TG) techniques, which measure
the weight change during oxidation, and hence do not provide
information on structure at the atomistic level. Yet, structural changes
are well known to occur during metal oxidation. Along with the devel-
opment of modern experimental techniques as well as computational
simulation methods, scientists are able to reveal more details about
metal oxidation process. Yang has previously shown that the transport,
nucleation and initial growth ofmetal oxidation are due to surface diffu-
sion of oxygen [2], and hence resembles heteroepitaxial growth [3,4].
Models of heteroepitaxial growth have been developed [5–8] and
used successfully to describe metal-on-metal heteroepitaxy [9–11], a
case where nucleation rate theory is a standard model used to describe
the atomistic processes of nucleation [7]. It is found that heteroepitaxial
concepts describe the nucleation and growth to coalescence of Cu2O
islands on Cu surprisingly well [2,12,14].

Here in this review, we use copper and copper alloys as examples to
illustrate how advanced experimental techniques can be correlated
with theoretical calculations to explore the scientific merits of metal
oxidation and to guide advanced nano-structure engineering. We first
provide an overview of the Cu surface oxidation process, especially
those at the early stage of the reaction. Then we focus on the most
recent discoveries on how complex surface details such as step edge
defects and secondary elements can influence the kinetics and thermo-
dynamics of oxidation. At the end, we demonstrate the challenges in
the current studies of metal oxidation and propose a comprehensive
outlook that bridges experimental and theory efforts for the future
studies in this field.

2. Experimental and computational methods

The early age of oxidation studies in the 1940's mainly relied on
thermogravimetric analysis (TGA), which measures the weight change
of the sample during oxidation process. Being the pioneering technique
in the physical and chemical studies in oxidation theory, TGA is an em-
pirical method that lacks information of the reaction process at the
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atomistic level. Since their development at the early 20th century, elec-
tron microscopy (EM) techniques, such as transmission electron mi-
croscopy (TEM), high resolution transmission electron microscopy
(HRTEM), field ion microscopy (FIM), scanning tunneling microscopy
(STM), and low-energy electron microscopy (LEEM) have enabled re-
searchers to look into the materials' surface details at the atomistic
level. Especially, the development of environmental EM techniques
that allows in situ observation of surface reactions has greatly enhanced
knowledge of surface reactionmechanisms [15,16]. Advanced spectros-
copy techniques, such as X-ray photoelectron spectroscopy (XPS), X-ray
absorption spectroscopy (XAS), low-energy electron diffraction (LEED),
Auger electron spectroscopy (AES), reflectance difference spectroscopy
(RDS), and secondary ion mass spectrometer (SIMS) also provide great
details of surface and crystal configurations [17–21].

Advances in computer hardware and programing capabilities have
also enhanced the theoretical understating of themetal oxidationprocess.
Computational efforts on understanding the oxidation mechanism on
metal surfaces range from atomistic level quantummechanical (QM) cal-
culations, typically Density Functional Theorem (DFT), empirical
potentials or force field simulations, kinetic Monte Carlo (KMC) or
dynamicMonte Carlo (DMC),micro kinetics, and continuummodels. Cal-
culations carried under QMmethods have the highest accuracy among all
computationalmethods, however are alsomost expensive. System size in
DFT calculations is usually limited within a few hundred atoms and mo-
lecular dynamics (MD) simulations at the scale of tens of picoseconds.
Thus, DFT is only applicable to systemswith relative simple compositions,
and the very early stage of the reactiondynamics. Empirical potential sim-
ulations are typically severalmagnitudes faster thanQMcalculations, sys-
tem size can be extended beyond 100,000 atoms andMD simulations can
be longer than microseconds. This allows researchers to probe the reac-
tion dynamics closer to in situ experiments and study systemswith com-
plex morphology, especially for those potentials that are able to describe
bond formation and break in chemical reactions, such as reactive force
field (ReaxFF) [22], charge-optimized many-body (COMB) potential [23,
24], and Adaptive Intermolecular Reactive Empirical Bond Order
(AIREBO) potential [25,26]. On the other hand, force field simulation is
an empirical method and the quality of the force field is difficult to keep
consistentwhenmoving todifferentmodels. Forcefields for each element
in the periodic table have to be trained individually, thus making the ac-
cess to high quality force fields difficult and further limiting the transfer-
ability of force fields to different systems. The information obtained from
force field calculations is less than those obtained from QM calculations
too, for example, the electronic/band structure of the system is not acces-
sible from forcefield calculations. KMCsimulations dealwith systems that
are not in equilibrium where dynamical phenomena can be simulated.
Methods such as on-lattice modeling can bypass the uninterested events
of the system such as thermal vibration, and only focus on the important
events like adatomdiffusion andnucleation. Thus theKMC simulation can
span through a long range of reaction time within a short simulation pe-
riod, which enables KMC simulations to bridge with experimental obser-
vations more directly. While the rate table for KMC simulation relies on
the input from either experimental measurements or other higher accu-
rate calculations, the implementationof KMC simulation is usually limited
to certain systems with low transferability. Micro kinetic and continuum
modeling strongly relies on the atomistic details of the reaction, and
thus is only accessible when very good understanding of the reaction
steps is promised. As themetal oxidation is a complicated heterogeneous
process that involves many physical and chemical factors, we will not
focus on the discussion on continuummodeling in this paper.

3. Early stage oxidation on Cu surfaces

3.1. In situ experimental studies of low index Cu surface oxidation

Copper oxidation has been intensely studied using various experi-
mental techniques, many of which utilize in situ electron microscopy
methods such as TEM, HRTEM and STM. Large numbers of publications
[2,3,12–14,27–44], including review articles [4,45] have been published
on the oxidation of the three low-miller index surfaces of copper,
Cu(100), Cu(110) and Cu(111). For most in situ techniques, only Cu2O
forms as CuO are expected to form at high temperature and high oxygen
pressure [45,46]. The clean Cu(100) surface is stable without recon-
structions under vacuum. When exposed to oxygen, oxygen molecules
adsorb on the Cu(100) surface dissociatively with minimal barrier of
no more than 0.1 eV [47]. At temperatures below 473 K, as the oxygen
coverage increases, the Cu surface transits into c(2 × 2) phases where
the oxygen adatoms occupy the 4-fold hollow site on the Cu(100)
surface [40,48–50]. The c(2 × 2) phase is thermodynamically stable up
to 0.3ML oxygen coverage, after which the Cu surface undergoes recon-
struction and leads to the formation of the (2√2× √2)R45°missing-row
reconstructed (MRR) structure [40,51–61]. The MRR structure can be
recognized as the c(2 × 2) structure with every one fourth of the copper
atom rows removed. Formation of the MRR structure is assisted by the
surface step edge, which serves as a reservoir for the ejected Cu atoms
[40]. At temperatures higher than 473 K, Cu vacancies are no longer
ordered in the MRR configuration, instead they are randomly distribut-
ed [39]. TheMRR structure limits the oxygen coverage at 0.5ML, further
adsorption of O2molecules is hindered due to the large dissociation bar-
rier on theMRR surface [62,63]. The inertMRR configuration is breached
when exposed to high oxygen partial pressure (N3.7 × 10−2 mbar),
after which sublayer oxidation that takes place eventually leads to the
formation of the Cu2O oxide phase [40]. Oxide growth on Cu(100)
takes three-dimensional (3D) island structure and the morphology
varies from nano-rod to hollow pyramid at different temperatures due
to the strain effect caused by the lattice mismatch between the oxide
and the metal substrate [33,35,38,64,65]. The clean Cu(110) surface
has a channeled structure, thus diffusion on this surface can go either
in-channel or cross-channel directions. Upon adsorption and dissocia-
tion of O2 molecules, a (2 × 1) added row structure forms along
the in-channel direction up to 0.5 ML coverage [53,66–69]. Another
c(6 × 2) structure has been discovered at higher oxygen coverage [44,
53,69,70] or higher temperature [71]. The oxide domain also nucleates
through a 3D island fashion on the Cu(110) surface [3,36,37]. For
Cu(111) surface oxidation, no ordered structures are observed at low
oxygen exposure [72–75]. At higher exposure, hexagonal or quasi-
hexagonal Cu–O super structures are observed on the Cu(111) surface
[76–81], which are recognized as precursor and template for the further
growth of Cu2O. Unlike (100) and (110) surfaces, the oxide domain on
the Cu(111) surface grows fast along the lateral direction and coales-
cence with each other, leads to the formation of 2D oxide film [3]. A
summary of the oxide growth on the three low-miller index Cu surfaces
can be found in Table 1. Despite the abundant information collected
from various experiments, many aspects for the Cu oxidation process
are still unclear. One of the most significant challenges is delineating
the kinetics of the transformation from the reconstructed surface to
the Cu2O oxide structure. Such information is hard to obtain through
current experimental techniques due to the limitation of the in-depth
and temporal resolution of the instruments.

3.2. Computational studies of Cu surface oxidation

3.2.1. DFT study of the early stages of oxidation of Cu surfaces
The oxidation offlat copper surfaces has been extensively investigat-

ed using computational approaches [29,30,44,61,63,82–91], which is
also recently reviewed [45]. DFT calculations of the thermodynamics
of different Cu–O configurations can be used to verify the different
phases observed in the experiments. Transition state search techniques
such as nudge elastic band (NEB) [92–94] can determine kinetic barriers
of different reaction steps, and thus predicting the dynamics of the reac-
tion. To a large extent, the thermodynamic aspects of the oxidation of
the low-miller index copper surfaces are well understood. From the en-
ergetics of the different surface compositions and in conjunction with a



Table 1
Experimental results of copper oxide island nucleation and growth on Cu(100), (110) and (111) surface.

Surface
orientation

Reference d
(nm)

Experimental
conditions

Technique Main result

100 Yang (1997) [2] 40 P = 1.5 × 10−5 Torr. TEM Direct impingement of oxygen atom on the oxide island leading to faster 3D growth
than linear law

100 Yang (1998) [31] 100 P = 1 × 10−5–1 × 10−4 Torr. TEM Formation of Cu–O surface reconstructed layer is required before oxide formation
100 Yang (1998) [13] 60 T = 60–600 °C,

P = 5 × 10−5–760 Torr.
TEM Oxidation proceeds by the nucleation and growth of oxide islands

100 Yang(1998) [12] 100 T = 290–435 °C,
P = 5 × 10−4 Torr.

TEM Oxygen surface diffusion plays the dominant role on the nucleation of oxide islands

100 Yang (1999) [32] 100 T = 70–600 °C,
P = 5 × 10−5–5 × 10−4 Torr.

TEM Surface steps are not the preferential sites for oxide nucleation

100 Yang (2001) [143] 60–100 T = 350 °C,
P = 5 × 10−4 Torr.

TEM Water retards the Cu oxidation in the oxidizing atmosphere

100 Yang (2002) [14] 60 T = 60–600 °C,
P = 5 × 10−5–750 Torr.

TEM Oxide island nucleation and growth from TEM observation match with JMAK theory

100 Zhou (2003) [35] 70 T = 150–1000 °C,
P = 5 × 10−4 Torr.

TEM Triangular, hot, rod or pyramided shape oxide islands formed at various temperatures

100 Zhou (2013) [144] 50 T = 550 °C,
P = 1 × 10−3 Torr.

TEM Cu2O 3D island growth on 2D Cu2O wetting layer

100 Zhou (2002) [33] 70 T = 600 °C,
P = 5 × 10−4 Torr.

TEM Square to elongated island transition at a critical size of ~110 nm

100, 110, 111 Zhou (2005) [65] 70–80 T = 350 °C,
P = 5 × 10−4 Torr.

TEM Grain boundaries facilitate the oxide island nucleation, while surface defects and
dislocations play a minor role

100, 110, 111 Zhou (2005) [3] 70–80 T = 350–900 °C,
P = 5 × 10−5 Torr.

TEM Crystal orientation dependent oxidation behavior on (100), (110), (111)

100, 110, 111 Luo (2012) [42] 70 T = 350 °C,
P = 5 × 10−5–760 Torr.

TEM The critical gas pressure leading to epitaxial to non-epitaxial transition: PO2 (100) N
PO2 (111) N PO2 (110)

100 Zhou (2005) [64] 70–80 T = 900 °C,
P = 5 × 10−4 Torr.

TEM Formation of terraced-hollow oxide pyramids at around 900 °C

100 Zhou (2009) [145] 70 T = 700 °C,
P = 5 × 10−4 Torr.

TEM Cube-on-cube and other epitaxies formed at wedge-shaped and edge-on interfaces

100 Zhou (2009) [146] 60 T = 600 °C,
P = 5 × 10−4 Torr.

TEM Square pyramid to terraced hollow nanorod transition

100 Zhou (2012) [43] 50 T = 350 °C,
P = 5 × 10−5 Torr.

TEM Step edge acts as atomic source for surface oxidation

110 Zhou (2003) [36] 70 T = 350–450 °C,
P = 5 × 10−4 Torr.

TEM Faster oxidation rate on Cu(110) than Cu(100) surface

110 Zhou (2004) [37] 70 T = 350–750 °C,
P = 5 × 10−4 Torr.

TEM Surface diffusion dominant oxide island nucleation, both surface diffusion and direct
impingement contribute to 3D islands growth

110 Zhou (2004) [38] 70 T = 750 °C,
P = 5 × 10−4 Torr.

TEM Increased oxidation rate at high oxidation temperature

111 Zhou (2008) [41] – T = 900 °C,
P = 3 × 10−4 Torr.

TEM Morphology transition from ramified islands to irregularly connected clusters

111 Zhou (2009) [147] 60 T = 350 °C,
P = 5 × 10−4 Torr.

TEM 6 × 7 lattice match at Cu2O–Cu interface

100 Q. Zhu et al. / Surface Science 652 (2016) 98–113
thermodynamic approach, the given range of the temperature and oxy-
gen pressure where only one of these surface phases may be stable can
been determined [44,61]. This approach is only valid in the thermody-
namic limit and thus with a disregard to kinetic factors. Although, in
the study of Cu surfaces, as well as metals in general, kinetic hindrance
could limit the full oxidation to Cu2O e.g. in copper, and thus, less ther-
modynamically stable phases might bemanifested experimentally. This
would lead to apparent discrepancies between experimental and theo-
retical studies, aswe discuss below for Cu(100) and Cu(110). Therefore,
by comparing simulation results to those obtained by experiments, one
can determine whether any of the phases is kinetically hindered.

The initial oxidation of Cu(100) starts when oxygen molecules
dissociate and atomic oxygen adsorbs at the face-centered-cubic (FCC)
hollow sites to form a c(2 × 2) phase [0.5 ML coverage] which trans-
forms to a (2√2 × √2)R45° MRR upon continued oxygen exposure
[40,48–61]. In a recent study, Saidi et al. investigated more than sixty
structures using an ab initio thermodynamics approach in order to
show potential precursors for the transformation from the MRR to
Cu2O island formation at finite temperature and pressure conditions
[61]. The resulting phase diagram is shown in Fig. 1 along with some
of the structures that were included in the study. Overall, the phase di-
agram agrees with the experimental results on how the Cu(100) transi-
tions from the clean Cu(100), to the 0.25 ML and MRR phase as oxygen
partial pressure increases. It also shows that as the oxygen poor
environment changes into an oxygen rich environment, some missing
row structures with sub-surface oxygen phases have competitive re-
gions of stability similar to the boundary structures between the two
merged nanodomains. However, these structures are not thermody-
namicallymore stable than Cu2O, and thus can potentially be precursors
for Cu2O considering that kinetic hindrance to the further oxidation of
the MRR exists as inferred from experiment [61].

As mentioned previously, on Cu(110) the surface reconstructions
proceed via a sequential pathwaywith increasing oxygen surface cover-
age. The (2 × 1) added row reconstruction occurs first and then transits
to the c(6 × 2) phase with a higher oxygen coverage through a mecha-
nism that consumes the existing (2 × 1) phase with the supply of Cu
adatoms from step edges and terraces. In the previous study of
Cu(110) oxidation [44,91], from the interplay between variable temper-
ature scanning tunnelingmicroscopy and density-functional theory cal-
culations, it is shown that the (2× 1)→ c(6 × 2) transition takes place at
the oxygen chemical potentials that are far above the chemical potential
for Cu2O bulk oxide formation, reflecting the existence of kinetic limita-
tions to the surface phase transition and the bulk oxide formation. It is
argued that the kinetic hindrance is likely because of the breaking for
the added Cu–O–Cu rows in the (2 × 1) structure. In a following
study, Li et al. used ab initio molecular dynamics and density-
functional theory to investigate the kinetic process of the Cu(110)-
(2 × 1) → c(6 × 2) phase transition upon increasing oxygen surface



Fig. 2.DFT-predicted formation of an oxide-like structure on themissing row reconstructed
Cu(100) surface with sub-surface oxygen.
Figure adapted from Ref. [89].

Fig. 1. Top view of fewpotential surface structures during the early stages of Cu(100) oxidation. Thephasediagramshows the stablephases as a function of temperature and oxygen partial
pressure. The phase boundaries between 0.25 ML and MRR from experiment (Iddir et al. [39]) and previous ab initio thermodynamic calculations (Duan et al. [88]) are shown for
comparison. Additionally, the experimental range of oxygen partial pressures (solid brown line) at T = 373 K is shown too, where Lahtonen et al. [40] previously reported on sub-
surface oxidation as a result of penetration of the MRR phase.
Figure adapted from Ref. [61].
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coverage [44,91]. Based on these results, it is shown that the phase tran-
sition involves Cu–Odimer and Cu–O–Cu trimer formationwith a kinet-
ic barrier of ∼0.13 eV, followed by a barrierless process of forming a four
member Cu–O–Cu–O chain configuration that transitions to the c(6× 2)
reconstruction via concertedmovement of three Cu atomswith an asso-
ciated energy barrier of ∼1.41 eV. The larger kinetic barrier is suggested
as the origin of the kinetic hindrance that is inferred from the significant
discrepancy between the experimentally observed temperature and
pressure dependent (2 × 1)→ c(6 × 2) phase transition and the equilib-
rium thermodynamics prediction.

DFT calculations have also supplied information that is difficult to
obtain from experimental techniques. For example, the DFT calculation
on the Cu(100) surface has shown that the subsurface oxygen atoms are
more accessible at high surface oxygen coverage after the MRR forma-
tion compared to a cleanun-reconstructed surface, and are the key lead-
ing to the formation of Cu2O like structures (Fig. 2) [87,89]. On the
Cu(110) surface, sub layer oxygen atom ismore stable in the tetrahedral
sites than the octahedral sites when the surface oxygen coverage
reaches 1ML, which is also a key feature for Cu2O like structure [44,91].

3.2.2. Force field molecular dynamics on the oxidation of Cu surfaces
Theoretical simulation of phase transition dynamics during different

stages of Cu oxidation requires larger model size, the computational
cost for DFT or ab initio methods becomes too expensive. Force field
simulations are a popular choice for the modeling of meso-scale
systems. Since the originally development for hydrocarbons, ReaxFF
has been applied to a wide range of materials [22,95–98]. ReaxFF
employs a bond-order dependent potential that also contains a polariz-
able charge model and Coulomb-interactions between all atoms. The
force field in ReaxFF combines both covalent and ionic contributions,
and thus is suitable for the study of systems with complex components
such as the metal oxidation process.

With the introduction of a Cu–O reactive force field potential [99],
the diffusion and nucleation of O and Cu atoms on flat and stepped
Cu(100) surfaces using ReaxFF MD simulations are made possible. As
ReaxFF is orders of magnitudes faster than DFT or any other quantum
based methods, dynamics and time scales not accessible in the DFT
calculations can be studied. Previously, Jeon et al. [100] carried ReaxFF
MD simulation of Cu oxidation by depositing O atoms to the Cu(100),
Cu(110), and Cu(111) surfaces. Without the consideration of O2 molec-
ular dissociation, Jeon has found that oxide formation proceeds the
fastest on the Cu(100) surface at 300 K, followed by the Cu(110) surface
and then the Cu(111) surface. Oxidation on the Cu(100) surface takes
place through the occupancy of the 4-fold hollow site on the surface,
but once all the hollow sites on the surface are saturated, oxidation on
this surface halts. Incorporation of Cu vacancy defect on the Cu(100)
surface also shows minimal effect on the oxidation rate. It should
be noted that the MRR configuration suggested by Jeon et al. in their
study was later pointed out to be a misinterpretation; in fact the
employed Cu/O force field was unable to stabilize the MRR reconstruc-
tion [101]. Oxidation on the Cu(110) surface seems to be continuous
with Cu atoms supplied from sublayers, but at a slower rate. While on
the Cu(111) surface, the oxygen atoms take the hcp or fcc hollow sites
on the surface, but at an even slower rate and does not reach saturation
for the hollow sites. But incorporation of Cu vacancy defect can double
the oxidation rate on the Cu(111) surface. When elevating temperature
to 600 K, the oxidation on the Cu(100) surface is nearly the same as that
at 300 K, while for Cu(110) and Cu(111) surfaces, oxidation proceeds at
a significantly increased rate with prominent sublayer oxidation.



Fig. 3. Oxygen atom distribution on clean Cu(100) surface at 623 K in 1 ns of ReaxFF MD
simulation of Cu oxidation. The orange line represents the oxygen atom count on the
first layer on Cu(100) surface, and the black line represents the oxygen atom count on
the sublayers on Cu(100) surface [101].
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Recently, Zhu et al. performed ReaxFF MD calculations to study the
oxidation of Cu(100) [101] but with a longer simulation time and
more accurate (smaller) step size compared to the previous study
[100]. Similar to the result of Jeon et al. [100], Zhu et al. have found
that the oxygen atom quickly saturates the 4-fold hollow sites on the
surface at 623 K. However, sublayer oxidation of the Cu(100) surface
was also feasible after the surface layer is saturated by oxygen atoms,
which took place due to oxygen diffusion inwards to the sublayers
from the surface layer. This observation is consistent with the previous
DFT calculation that the sublayer oxygen atoms on the Cu(100) surface
are only thermodynamically stable when the top layer is saturated with
oxygen atoms [87]. Also, this study found that the sublayer oxidation
takes place at amuch slower rate due to the limiteddiffusivity of oxygen
atoms in the Cu bulk (Fig. 3). Experimental results also suggest that
sublayer Cu2O like oxide structure is only observed at elevated oxygen
partial pressure under large oxygen exposure [40].

Another choice for reactive Cu/O potential is the COMB potential
developed by Devine et al. [102]. In a MD simulation with the Cu/O
COMB potential, it is found that O2 molecules are able to adsorb at the
4-fold hollow sites on the Cu(100) surface. First adsorbed O2 molecule
is found to dissociate in 2 ps, with the second one dissociates in 2.7 ps
at 1000 K. While on the MRR Cu(100) surface, no O2 dissociation is ob-
served in 10 ps. This is consistent with the DFT calculation that O2

dissociation is kinetically hindered on the MRR surface [62,63].
Fig. 4.Oxygenmolecules interact with clean Cu(100) surface at 1000 K after 3 ps. Larger sphere
equilibrated using COMB2B [102], while the right figure is charge equilibrated using COMB3 po
charge.
Figure adapted from Ref. [24].
However, the O2 molecules above the Cu surface showed unrealistic
charge separation in the simulation, which was resolved by extending
the Cu/O potential to the COMB3 version later [24] (Fig. 4). The COMB
potential is also used to model Cu2O(111)||Cu(100) interface structure,
and it is found that the charge transfer is limited to the interfacial region
of one layer in the oxide side, and one to two layers on the metal side
[102].

4. Effects of surface defects on oxide growth

Surface defects such as vacancy and step edge are unavoidable under
experimental conditions. The presence of a step edge defect has been
shown to strongly influence the metal oxidation process. For certain
material surfaces, oxidization can only take place with the assistance
of surface defects or impurities [103–105]. Recent developments in
the experimental and computational techniques have enabled re-
searchers to look into the effect of surface defects on themetal oxidation
process [43,101,106–108]. Here we review same insights from both
aspects.

4.1. Experimental observations of surface defect effect on oxide growth

The role of step edge on Cu oxidation has been recognized among all
three low-miller index surfaces. As mentioned before, during the trans-
formation from c(2 × 2) structure to MRR structure, the surface step on
Cu(100) acts as a sink for the ejected Cu atoms [40]. STM experiments
on the oxidation on the Cu(110) surface [109] have suggested that the
Cu source for the formation of the (2 × 1) added row structure mainly
comes from the Cu atoms detached from the step edge under low oxy-
gen partial pressure. A similar pattern is also observed for the Ag(110)
surface [110]. On the Cu(111) surface, step edge can act as a source for
Cu atoms during oxidation [111] and sink for Cu atoms released from
the oxide domain during reduction [112].

It has been argued that chalcogen atoms on coinage element (Cu, Ag,
Au) surfaces act as a surfactant that acceleratesmass transport between
the step edges on the metal surfaces. STM experiments on Ag and
Cu(100), (110), and (111) surfaces have revealed that the coalescence
of the metal islands is significantly enhanced upon the exposure of S
and O atoms [106,107,113]. This accelerated mass transport is mainly
attributed to the formation of metal–chalcogen cluster complex,
which either lowers the overall energy cost for surface diffusion or in-
creases the density of the diffusingmetal adatoms [107]. These process-
es show that the metal island coalescence follows kinetics that are
consistentwith terrace diffusion limitedmodel. For the Cu(100) surface,
it is believed that the mass transport of Cu atoms is mediated by Cu va-
cancy and the energy cost for the Cu vacancy diffusion is lowered when
s are Cu atom, and smaller spheres are O atom. Left is the final system configuration charge
tential. The color corresponds to charge with red for positive charge and blue for negative



Fig. 5. Stepped Cu(100) oxidation in situ at 350 °C and PO2=10−3 Torr where the Cu surface step becomes level and leaveswith smooth Cu2O film on the terrace during in situ oxidation.
Thicker layer of Cu2O is seen in the upper terrace throughout the oxidation.
Figure adapted from Ref. [43].
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the surface is covered with oxygen atoms [114,115]. Further, the Cu is-
land coalescence kinetics is of the attached-detachment limited type. It
is worthy to note, however, that most of the studies related to the sur-
face step edge are limited to steps with monoatomic height.

A recent in situ TEM experiment on the multilayer step edge on the
Cu(100) surface from Zhou et al. [43] has shown that oxide growth at
the presence of these step edges results in the formation of 2D oxide
film instead of the 3D island structure on a flat terrace (Fig. 5). It is
believed that the multilayer step edge on the Cu(100) surface plays a
similar role as the monoatomic layer step edges on the Cu(110) surface
and provides the Cu atoms needed for the formation of oxide [43].

4.2. Computational studies of step edge effect

4.2.1. ReaxFF MD simulation of the oxidation on stepped Cu(100) surface
Recently, Zhu et al. have used ReaxFF molecular dynamics to study

the oxidation of a step edge defect on the Cu(100) surface [101]. The
results show that the oxidation of the upper terrace of the step edge is
faster than that of the lower terrace as shown in Fig. 6. This behavior
is explained through an Ehrlich–Schwöbel (ES) barrier effect during
the oxygen diffusion [101]. Traditionally the ES barrier effect is inter-
preted as an increase in diffusion barrier for adatoms descending the
step edge because adatoms at the ledge top see less neighbor atoms
[116,117]. Thus, the ES barrier effect limits the interlayer diffusion dur-
ing film growth and promotes formation of 3D island structure than a
2D raft. On the other hand, it has been pointed out in some cases, that
Fig. 6. Oxygen coverage during oxidation process of 1,2,3-layer high stepped Cu(100) surface.
coverage at lower terraces [101].
step edges can promote the adatom ascending flux such as those
observed in the film growth when depositing Al atoms to the Al(110)
surface [118], which has been later confirmed in DFT calculations
[119]. Similar adatom ascending motion has been observed on the
Ir(111) surface as well [120].

The potential energy surface obtained under the framework of
ReaxFF for the Cu(100) stepped surface has revealed that there is a
reduced energy barrier for oxygen adatom ascending and diffusing
cross the step edge (Fig. 7). The implications of these simulations are
that oxidation from a step will be significantly different than from a
flat surface. For the Cu(100) stepped surface, due to the higher oxygen
concentration near the ledge top of the step, oxide nucleation is likely
to take place first at the vicinity near the ledge top. This is consistent
with Yang's in situ TEM experiment that the oxide nucleation on the
Cu(100) surface does not start at the step edge, but at a distance away
from the ledge [12]. This is also in agreement with Zhou's in situ TEM
experiment on the oxidation of the stepped Cu(100) surface, in which
the oxide layers on the upper terrace are seen to be thicker than the
one on the lower terrace (Fig. 5) [43].

Another important aspect for the oxidation on a stepped surface is
that the subsurface oxidation takes place at a faster rate than on a flat
surface. The ReaxFF MD simulation shows that more oxygen adatoms
are able to breach through the top layer of the Cu atoms on the stepped
surface in the same time comparing to aflat Cu surface. Not surprisingly,
this is more significant for the upper terrace of the step for two main
reasons. First, more oxygen adatoms accumulate on the upper terrace
Red line represents oxygen coverage at the upper terrace and blue line represents oxygen



Fig. 7. Potential energy surface for the oxygen diffusion across a step edge on Cu(100) surface. The ascending diffusion sees 0.38 eV lower energy barrier compared to descending diffusion.
Figure adapted from Ref. [101].
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of the Cu(100) step. Secondly, the {110} micro facet of the ledge shares
similar structure as the saturated MRR configuration, which has shown
to be more accessible for sublayer oxygen diffusion in DFT calculations
[87]. These results suggest that oxidation may proceed at a faster rate
in general when step edge defect are present on the Cu(100) surface.
4.2.2. Kinetic Monte Carlo simulations of Cu oxidation
Yang has previously noted that nucleation rate theory predicts the

correct functional dependence on temperature and pressure of oxide
nucleation behavior when Cu(100) is oxidized in situ, although not
quantitatively [28]. Nonetheless, these results are valuable in showing
the importance of surface diffusion, nucleation, growth and coalescence
in the oxidation of Cu, and giving approximate ideas of the physical
processes and parameter values involved. It is reasonable to expect
that nucleation rate theory cannot completely describe the oxidation
process, since the Cu–O chemical reaction and the dissociation of O2

are not included in thismodel. Inclusion of these processes into theoret-
icalmodels could lead to quantitative understanding of the initial stages
of oxidation. Hence, a KMC programnamed Thin Film Oxidation (TFOx)
is developed to probe the oxidation on a metal surface [86,108,121].
TFOx is the first KMC program that includes the effect from both lattice
strain field and step edge effect during the oxide island growth [108].

To simulate medium-range substrate mediated interactions such
as strain 4- and 2-fold symmetric potentials have been developed. The
variation in 2D island morphologies is strongly influenced by these
gradients. The attachment probabilities, which determine how likely it
is that an adatom will attach to a nucleus, also play a critical role in
controlling island morphology [86,121]. With the 4-fold symmetric
strain potential gradient, alterations of the potential parameters and
the attachment probabilities values resulted in four types of morphol-
ogies: circular, convex polygonal, square and dendritic (Fig. 8a). The
square shaped islands match well with the experimental observations
of copper nano-oxidation behavior [33]. Using the 2-fold symmetric
potential gradient, the rod shaped island has been observed. Adjusting
attachment probabilities under the 2-fold symmetric potential gradient
changes the ratio of the rod's width to its length. Under extremely low-
attachment probabilities, a circular island develops due to a high diffus-
ing adatom density that limits the mobility of diffusing atoms (Fig. 8b).
It should be noted that the casewith no applied potential and very large
attachment probabilities reflects the conditions of diffusion-limited
aggregation (DLA), which is an important model for fractal growth
[122–125]. The reproduction of the DLA results of dendritic growth for
the appropriate input parameters of TFOx demonstrates the validity of
TFOx. TFOx could be considered as an extension of DLA, where strain
potentials can be introduced and the probability of attaching in different
directions to an island can be defined independently.

The TFOx-2D program has recently evolved to TFOx-3D where the
simulation of Cu oxide growth in the 3D space is possible (Fig. 9)
[108]. One very important feature of the 3D TFOx program is that it
captures the ES barrier effect of the step edge near by the 3D oxide
island. Through adjusting the magnitude of the ES multiplier, which
reflects the strength of the ES barrier effect, the simulation result
shows apparent change in the oxide morphology, especially the height
of the oxide island that varies significantly (Fig. 10).With larger ESmul-
tiplier enhancing the ascending diffusion, the oxide island height grows
higher. This correlates directly with the experimental observation of
either 3Doxide island or 2D raft depending on the condition and surface
orientation [33,35,38,64,65]. The ES multiplier parameter implemented
in TFOx-3D cannot only account for the traditional ones that limits
adatom descending diffusion, but also can reproduce the enhanced as-
cending diffusion, which makes TFOx more versatile.

5. Oxidation of copper alloys

Compared to puremetals, the addition of alien atoms, either impuri-
ties [103] or other alloyed elements [126] can significantly change
the oxidation behavior and mechanism. Typically, the alloying brings
more complexity in investigating the reaction systems in many aspects.
First, the components in the alloys often have different affinities for
oxygen, which would drive the compositional evolution in a complex
way with time, especially, for the surface and subsurface regions that
have a strong interaction with oxygen adsorbates. The surface structure
could be complicated, not only unlike the truncation of the bulk lattice,
but also could be stoichiometrically different from the prediction by the
thermodynamic laws, as when the surface approaches the steady state.
On the other aspect, thedifferent diffusion rates in the oxide or alloys for
the alloy components can result in an oxidation behavior that deviates
from the simple kinetic descriptions. Second, the possibility for the for-
mation ofmultiple oxide phases and the solubility between themmakes
the identification and manipulation of oxide phase more challenging.
Third, the rearrangement of atomsmay not only give rise to the compo-
sitional differences but also introduce lattice defects or line defects,
which alter the active sites for oxygen adsorption, as well as affect the
reaction properties.

Such complexity may accompany through the entire oxidation
sequence, from the stage of the chemisorption, the oxide nucleation
and growth to the bulk oxidation. The first stage of the oxygen chemi-
sorption on themetal surface has been a subject of surface science com-
munity and well covered by numerous studies in metals, in whichmost



Fig. 8. TFOx-2D simulations of various shapes due to variations in attachment probabilities under applied (a) 4-fold, (b) 2-fold symmetric attractive potentials.
Figure adapted from Ref. [86].
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studies focused on the oxygen adsorption induced surface instabilities
and structural transitions [66,127,128]. Meanwhile, the theory about
the growth of uniform oxide phase after developing a continuous of
oxide thin films, namely the later stage of oxidation, has been also
well established in the classical oxidation field [129], such as the
Cabrera–Mott law [27,130,131]. However, the information for the tran-
sient oxidation stage, i.e., the nucleation and growth to the coalescence
of the oxide island is much less, because in situ characterization of the
structural and compositional evolution in this regime is inaccessible
by either the surface science techniques such as XPS, STM or other
methods used to monitor the kinetics of the bulk oxidation, such as
TGA. The environmental transmission electron microscopy has demon-
strated the enormous versatility to study the oxide island growth stage,
i.e., with the ability to monitor the structure, morphology and even
chemistry evolution under the atomic scale, thus providing a unique
tool capable of bridging the information between the surface science
regime and the bulk oxidation by direct visualizing of the nucleation
and growth of oxide islands during the initial stage of oxidation. Some
early work about the oxide island nucleation and growthwas reviewed
by Yang et al. in 2012 [4]. The intent of this part is to cover the most
recent work of the oxide island growth of Cu alloys. To our knowledge,
the computational studies of Cu alloy oxidation, especially for methods



Fig. 9. 3D view of the (a) 2-fold, (b) 4-fold potential gradient effects on the Cu2O oxide growth. The yellow balls represent the copper atoms and red balls represent the Cu2O nuclei. The
morphology of Cu2O islands formed during in situ oxidation of Cu(100) at an oxidation partial pressure of 5 × 10−4 Torr and oxidation temperatures of: (c) 600 °C; (d) 750 °C.
Figure (a), (b) adapted from Ref. [108]. Figure (c), (d) adapted from Ref. [35].
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at the atomistic level such as ab initio or force field MD simulations are
still lacking, thus we focus on the discussion experimental results here.
Some primary experimental results of the Cu alloy oxidation can be
found in Table 2.

5.1. Cu–Au alloys

As a classical prototype system, Cu–Au is one of the earliest studied
alloys and its physical and chemical properties were established. Au
Fig. 10. ES barrier effects for sample 2-fold and 4-fold potential gradients. The color representat
green, blue, yellow, purple, cyan, dark gray, light gray, dark red, dark green, dark blue, dark ye
Figure adapted from Ref. [108].
shows a good solubility with Cu at any temperature and the Cu–Au
system can be characterized as a FCC solid solution [132]. In addition,
almost all the metals react with oxygen except Au, which makes the
Cu–Au a unique noble alloy system to study the alloying effect on
the oxidation without forming multiple oxides, thus reducing the
complexity of the reaction system. Zhou et al. studied the alloying effect
on the oxidation behavior by oxidizing Cu–Au alloys with a wide
range of Au concentrations (5%–50%) in various oxygen gas pressures
(5× 10−4 Torr to 100 Torr) [133]. Even though theweak chemisorption
ion from zero layer of island growth to higher layers follows the order of: white, black, red,
llow, dark purple, dark cyan (Not all colors are present in this figure).



Table 2
Experimental results of copper oxide formation on Cu alloy (100) surface.

Alloy Experimental
condition

Technique Results Reference

Cu–38 at%Au(100) PO2 = 5 × 10−4 Torr
T = 500–700 °C

TEM High temperature results in lower density of islands Zhou (2007) [148]

Cu1 − x Aux (100)
x = 0.05, 0.1, 0.2, 0.38

P = 5 × 10−4 Torr
T = 600 °C

TEM Higher Au mole fraction results in a smaller number density of islands Zhou (2007) [148]

Cu–15 at%Au P = 5 × 10−4 Torr
T = 600 °C

TEM Compact island transits to dendritic structure Zhou (2006) [149]

Cu Au(100) 5,
10, 15 at%Au

PO2 = 5 × 10−4 Torr
T = 600 °C

TEM Higher Au Mole fraction leads to a smaller rate constant for oxide growth Yang (1997) [2]

Cu1 − x Aux (100)
x = 0.05–0.5

PO2 = 5 × 10−5 to 760 Torr
T = 400 °C

TEM Higher Au mole fraction results in larger saturation density of oxide island
and longer saturation time

Luo (2012) [133]

Cu–5 at%Pt(100) PO2 = 5 × 10−4 Torr
T = 350–800 °C

TEM Nucleation density of oxide islands increases by alloying Pt at below 400
°C, forms compact oxide islands at between 400 and 700 °C, transits to
dendritic islands at above 700 °C

Luo (2015) [135]

Cu–24 at%Ni(100) PO2 = 5 × 10−4 Torr
T = 600 °C

TEM Polycrystalline Cu2O and NiO Yang (2012) [4]

Cu–12.5 at%Ni(100) PO2 = 10−10 to 3.4 × 10−5 Torr
T = 450 °C

SEM, TEM, STEM,
Synchrotron X-ray

Cu2O formation on top of NiO Zhou (2009) [138]

Cu–5 at%Ni(100) PO2 = 5 × 10−4 Torr
T = 350–700 °C

TEM, XPS Cu2O islands form prior to NiO at 350 °C, while NiO forms first at 550 °C Kang (2013) [137]
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of oxygen on Au and non-reaction of Auwith oxygenmake it withstand
to the oxygen corrosion, it is found that the Au elements bring two
significant effects on the nucleation and growth behavior of the oxide.
First, the addition of Au increases both the incubation time for oxide
nucleation and saturation density of oxide islands, as shown in Fig. 11.
Second, it makes the transition from the epitaxial relationship to the
non-epitaxial relationship between the oxide phase andmetal substrate
occur under less harsh condition, as can been seen from the critical ox-
ygen pressure that leads to the nucleation of non-epitaxial Cu2O islands
decreases with increasing the Au content in the alloys (Fig. 12). The de-
pendence of the critical oxygen pressure on the Au concentration is un-
derstood by two competing factors, i.e., the nucleation barrier and the
effective atom collision rate, where the first term dominates the oxida-
tion in the low oxygen gas pressure regime while the latter dominates
the oxide nucleation in the high oxygen gas pressure regime. The in-
crease of Aumole fractionwould lead to thedecrease in the oxide nucle-
ation barrier and thus facilitate the formation of oxide island nuclei.

5.2. Cu–Pt alloys

Although the Pt component in the Cu–Pt alloys is also non-reactive
to oxygen, the resulting oxidation products display quite different
features from the oxidation of the Cu–Au alloys, as shown from the in
situ TEM observations [134], the Cu2O islands formed by oxidizing the
Cu–Au(100) are observed to embed into the Cu–Au alloy substrate. On
Fig. 11. (a) Dependence of the saturation time of oxide nucleation on the Au composition during
the saturated island density on the Au composition during the oxidation of Cu–Au(100) alloy a
Figure adapted from Ref. [133].
the contrary, the Cu2O islands from the Cu–Pt(100) oxidation protrude
highly above the Cu–Pt substrate, as depicted in Fig. 13. The underlying
cause for the different modes of the oxide growth between the Cu–Au
and Cu–Pt lies in the relative high mobility of Au in the Cu–Au as
compared to the sluggish mobility of Pt in the Cu–Pt, which results in
adequate homogenization of Au atoms (rejected from alloy/oxide
interface during the Cu2O island growth) in the surrounding alloy for
the Cu–Au oxidation while the trapping of rejected Pt atoms at the
alloy/oxide interfaces for the Cu–Pt oxidation.

The slow diffusion of Pt in the Cu–Au alloy not only affects the mor-
phology such as distribution of the oxide island, but also reduces the
rate of oxidation [135]. It is found that the nucleation kinetics andmor-
phology can change as the function of oxidation temperature. The Cu–Pt
oxidation behavior in a wide range of temperature is investigated.
Kinetics measurements of the oxide island growth show that alloying
Pt with Cu can give rise to the surface nucleation density and surface
coverage of Cu2O islands at lower temperature (b400 °C). In the oxida-
tion temperature range from 500 °C to 700 °C, all the Cu2O phases are
seen to have the regular faceted shapes (triangular, square, or trape-
zoid) (Fig. 14). Particularly, when the oxidation temperature is above
700 °C, the compact faceted shape is observed to transit to the dendritic
oxide growth, i.e., branching, as depicted in Fig. 15. Similar oxide
branching growth occurs for the Cu–Au(100) oxidation, but the critical
temperature leading to such a compact-to-branching transition for the
Cu–Pt(100) oxidation is about 100 °C lower than that for the Cu–Au
the oxidation of Cu–Au(100) alloys at 400 °C and PO2=5× 10−4 Torr. (b) Dependence of
t 400 °C and PO2 = 5 × 10−4 Torr.



Fig. 12. a–c. (Upper panel) TEM images of Cu2O islands formed on Cu–20 at.%Au(100) oxidized at 400 °C and different oxygen pressures for 15 min, (a) PO2 = 5 × 10−4 Torr, (b) PO2 =
0.5 Torr, and (c) PO2= 100 Torr; (Lower panel) SAED patterns from the corresponding oxidized Cu–20 at%Au(100) surfaces, where the additional reflections are due to double diffraction
of electron beams by Cu andCu2O. A transition fromnucleating epitaxial oxide islands to randomly orientedCu2O islands occurs upon increasing the oxygen pressure, as can benoted from
the transition of the electron diffraction from the spot pattern to the ring pattern. d. Dependence of the critical oxygen gas pressure for nucleating nonepitaxial Cu2O islands on the Au
composition during the oxidation of Cu–Au(100) alloy at 400 °C.
Figure adapted from Ref. [133].
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alloy, which can be attributed to the lower mobility of Pt in Cu than that
of Au in Cu.

5.3. Cu–Ni alloys

Fundamentally different from the Cu–Au and Cu–Pt alloys, alloying
Ni into Cu brings the opportunities for the formation of the second
oxides, thus leading to amore complex oxidation behavior as compared
to the noble alloys. Cu and Ni form a complete range of solid solutions
over the whole range of temperature. However, the resulting oxides,
Cu2O and NiO are of limited solubility, that is, two separated oxides
would be expected from the oxidation of Cu–Ni alloys. Even though
NiO is thermodynamically more stable than Cu2O according to the
Ellingham diagram [136], which indicates that the NiO is more readily
Fig. 13. EDX elemental mapping of oxide islands formed on (a)–(d) Cu–10 at%Au(100) and (f
(j) show schematic of the oxide growth model on two alloys, respectively.
Figure adapted from Ref. [134].
to formwith respect to Cu2O, our studies show that Cu2O can be formed
even ahead of NiO under some particular experimental conditionals,
suggesting the strong dependence of the oxidation products on temper-
ature, oxygen pressure, and alloy compositions.

The temperature studies of the initial oxidation of Cu–Ni were
performed under the steady oxygen pressure of 5 × 10−4 Torr and in
various temperatures from 350 °C to 700 °C by ETEM and XPS [137].
The results show a temperature dependent select oxidation of Cu–Ni
alloy, where the epitaxial Cu2O islands are nucleated prior to the
formation of the NiO islands at a low temperature, i.e. 350 °C, while
the nucleation of NiO islands occurs first at the high temperature,
i.e. 550 °C, as shown in Fig. 16. On the kinetic aspect, the nucleation
density of the oxide islands on the Cu–5 at%Ni(100) surface is two
orders of magnitude lower as compared to the Cu(100) surface,
)–(j) Cu–10 at%Pt(100) under the condition of 450 °C and PO2 = 5 × 10−4 Torr. (e) and



Fig. 14. Bright-field TEM images of surface oxidation of the Cu–5 at%Pt(100) alloy thin film at (a) 500 °C, (b) 600 °C, and (c) 700 °C. (d) Plot of nucleation density vs. 1/kT representing the
Arrhenius dependence of the nucleation density of oxide islands on temperature. The nucleation barrier of the oxide islands can be obtained from the slope of the plot.
Figure adapted from Ref. [135].
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under the same experimental conditions. The reason for the distinct
oxidation behaviors between Cu–Ni(100) and Cu(100) may be relat-
ed to the kinetic barriers, i.e., temperature dependent Ni diffusivity
in the Cu–Ni alloys.

Another study revealed the selective formation of the oxide islands
upon the different oxygen pressures [138]. The unexpected formation
Fig. 15. (a) and (b). Typical dendritic growth of the oxide film on the Cu–5 at%Pt(100) alloy thin
and 3 marked in (a).
Figure adapted from Ref. [135].
of Cu2O on top of the first-formed NiO islands is also observed during
the initial oxidation of the Cu–12.5 at%Ni(001) samples, when the oxy-
gen partial pressure is increased from 10−7 to ~3.4 × 10−4 Torr, as
shown in Fig. 17. The phenomenon is attributed to the local enrichment
of Cu atoms underneath the growing NiO island, which drives the out-
ward diffusion of Cu atoms through the NiO layer for Cu2O formation.
film at 800 °C and the SAED patterns shown in lower panel are obtained from regions 1, 2,



Fig. 17. TEM analysis of the Cu–Ni sample after the reduction in Cu2O islands. (a) and (b),
low-magnification STEM dark field images reveal that Cu nanoparticle nucleate on NiO
islands and no Cu nanoparticles are observed on bare Cu–Ni surface area, suggesting
that oxidation of the Cu–Ni alloy resulted in nucleation of Cu2O islands preferentially on
NiO islands; (c) HRTEM image from the inner NiO/Cu–Ni interface region marked with
the white rectangle c; (d) HRTEM image from the outer interface region indicated by
the white rectangle d.
Figure adapted from Ref. [138].

Fig. 16. Comparison of the oxide islands formed on Cu(001) and Cu–5 at%Ni(001) film under various temperatures and PO2 = 5 × 10−4 Torr. The insets are the corresponding SAED
pattern. The existence of (110) diffraction spots indicates the formation of Cu2O, otherwise, NiO formed on the surface. (a) Triangular Cu2O oxide islands formed on the Cu(001)
surface at 350 °C. (b) Polyhedral oxide islands formed on the Cu–5 at%Ni(001) surface at 350 °C. (c) Rectangular and rod-like Cu2O islands formed on the Cu(001) surface at 600 °C.
(d) Polyhedral and rod-like NiO islands formed on the Cu–5 at%Ni(001) surface at 550 °C. (e) Cross-hatched Cu2O islands formed on the Cu(001) surface at 750 °C. (f) Dense and
round NiO islands formed on the Cu–5 at%Ni(001) surface at 700 °C.
Figure adapted from Ref. [137].
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6. Challenges and future perspectives

There are advantages and limitations from both experimental and
theoretical studies on metal oxidation. Despite that the accuracy and
accessibility of experimental results have been improved through the
advances in instrumentation, currently in situ techniques still lack the
resolution at the scale of femtoseconds. Theoretical calculations from
multiple scales can reach the atomistic details of the reactions at the
temporal resolution of bond vibrations, and can scale up to dynamics
longer than hours. However, the accuracy of theoretical approaches is
often limited when working with larger scale complex systems. Exper-
imental setting of single element oxidation usually applies to a multiple
element surface aswell, whereas for theoreticalmodeling amuch larger
model has to be constructed or an advanced force field that involves
multiple elements has to be developed. For such reasons, simulation
onmultiple component systems such as alloy is muchmore challenging
than single component models. Theoretical studies of an alloy system
are either limited in the small scale at the framework of DFT calculations
[139], or at the level of grain boundaries with less atomistic information
[140,141]. Force field simulations of alloy models are still at its early
stage [142]. It is crucial that the computationalmethods correlate close-
ly with experimental techniques in addressing the reaction details at
different stages and scales. In terms of metal oxidation study, we show
in Fig. 18 that how different simulationmethods can be directly bridged
with corresponding experimental techniques. The goal is to be able to
develop theoretical understanding of the metal oxidation kinetics and
thermodynamics with the correction and guidance of experimental
techniques, ultimately leading to advanced engineering of novel mate-
rial structures.
7. Conclusions

The Cu oxidation process is a truly multiscale phenomena that
involves physical and chemical changes at multiple levels. In situ elec-
tron microscopy experiments are able to reveal the surface reconstruc-
tions that take place on the Cu surface during the early stage of the
oxidation. DFT calculations are able to support the existence of different
reconstructed surface structures under different environments, mostly



Fig. 18. Illustration of the correlation between experimental techniques and computational methods at different levels.
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attributed to the oxygen partial pressure. However, a large knowledge
gap exists between the oxygen induced surface reconstruction and the
formation of oxide structure. Computational studies indicate that the
sublayer oxygen atoms aremore accessible when high surface coverage
is reached, and may play a critical role in the formation of Cu2O like
structures on Cu(100) and Cu(110) surfaces. The oxide formed on the
Cu(100) and Cu(110) surfaces is of the 3D island structure, while on
the Cu(111) surface the initial oxide domain coalescence with each
other and leads to the formation of 2D oxide film.

It has been long recognized that the existence of surface step plays
important roles in the growth of copper oxide. On the Cu(100) surface,
surface step acts as a sink for Cu atoms ejected during the formation of
MRR structure. While on the Cu(110) surface, Cu atoms detached from
the step edge provide a Cu source for the growth of copper oxide, espe-
cially when the oxygen partial pressure is low and the Cu detachment
speed keeps up with the oxide growth speed. Although, most of the
experimental studies on the Cu step edge only focus on the ones with
monoatomic height. Recent in situ TEM experiment on the oxidation
on the Cu(100) surface with multilayer step edge shows that the step
edge can also act as the Cu source for the formation of copper oxide,
and interestingly the resulting oxide structure is of the 2D film format
instead of a 3D island grown on the flat Cu(100) terrace. Reactive
force field MD simulations on the stepped Cu(100) surface show that
the oxygen adatom favors ascending diffusion flux and leads to the
faster oxidation on the upper terrace of the step edge. Further studies
in this direction may reveal more details of the effects of step edges on
Cu oxidation, which may open a new window towards the controlled
oxide nanostructure growth on a metal surface.

When secondary element is introduced to the Cu crystal, oxide
growth on the copper alloy also changes. Depending on the oxygen af-
finity, mobility, and lattice constant of the guest element, the oxide
grown on the Cu surface varies significantly in the morphology, and
mixture of different oxides can form as well.

At last, we have demonstrated that the close bridging between
experimental techniques and theory development is essential for the
further understanding of ametal oxidation process. As the twomethods
are able to provide guidance and supplement to each other, combining
modern instrumentation and computational power allows us to look
into themetal oxidation process at various scaleswith greater resolution.
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